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Abstract

The delay in the EU in embracing new technologlgtiee to the US, is often thought to
result from higher entry and expansion costs foremionovative firms. Yet, the choice of
firms to experiment with new technologies may beenailnerable to exit than to entry
costs, as innovative entrants fail more often aildefarlier. This paper argues that more
innovative strategies, especially near the techgicéd frontier, are affected by exit costs,
because such strategies entail exploring novel gatibns with a higher failure rate
than follower strategies tracing established prtslaod processes. High exit costs lead
to more entrants choosing stable follower strategigus starting on a larger scale. They
also lead to higher delay to exit, so that res@ireenain trapped longer in existing firms.
The model in the paper is consistent with stylifacts relating to differences in firm-
level patterns of entry, exit, and productivityween the US and the EU. The empirical
results confirm testable implications of the modeimely that employment protection
interacted with a distance-to-frontier measure ceduotal factor productivity. Further,
employment protection reduces observable pattefnrmo behavior associated with
experimentation and, as expected, reduces firni-&aployment volatility.
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1. Introduction

This paper explores empirical variation in indusamyd firm-level performance within
and across countries for clues to explain diffeesnio innovative strategies chosen by
firms in the USA versus EU countries. The fact oinf heterogeneity, even within
narrowly-defined industries or markets, has nownbeeell documented (see e.g.
Bartelsman and Doms, 2000). The role of reallocamnong firms in determining
aggregate or industry outcomes is becoming evifgt Bartelsman, Halitwanger, and
Scarpetta 2004, 2007; Melitz and Canut 2007). Agape= productivity is boosted by the
expansion of more productive firms, and the scatlogin and exit of less efficient ones
within and across sectors, in response to sucdassfwvation. The process of new entry
and resource reallocation across firms also is seée important for economic renewal
and growth. More recently, selection is receivingeased attention: how do institutional
features and technology interact with firm-leveloides and market selection in
determining the characteristics of firms that apsesved to produce (see e.g. Acemoglu
et al. 2006; Koeniger and Prat, 2007).

Individual firm growth and exit patterns are podito depend on a firm-level choice
between experimental innovation which leads togh lthance of temporary or complete
failure, and incremental adaptation which has lestable outcome’.Experimentation
requires sequential testing of alternative comlmat of technologies and resource
inputs, and leads to more variable outcomes thaegfies that replicate tried and tested
combinations of technology and resource inputs.|&Vain innovation may succeed and
deliver high growth, it is subject to significansk of failure, as logistic, technological
and marketing assumptions may fail. Overalperimentation is a dynamic process
which increases the diversity of performance witthie population of firms, in principle
increasing the average, the standard deviationeaed the skewness of the distribution
of firm productivity. It is associated with smallentrants, faster scaling up and down of

the better and worse firms, and a high rate ofuesoreallocation.

! Innovative strategies are here broadly defineddde new technology, novel market approach, and
changes in organizational structure.



We start to explore the importance of experimeatatyy illustrating a broad range of
empirical evidence on the differences in firm andustry characteristics in the EU
compared to the United States. Our key data socwoéins cross sectional and time
series information on the distribution of firm-léveharacteristics. We compare in
particular the different features of entrant andimy firms, their size at entry and exit,

and the resource reallocation rates and the disioito of productivity across firms.

We offer a theoretical model where entrant firmsasge their technology, factor input,
and market strategy to aid in explaining the fesgwof the data. More innovative choices
are riskier, but hold promise for larger profit agbwth. Experimentation offers high
rewards in case of success, but also imposes faldosses in case of failure, as well as
costs on various stakeholders (workers, suppl@nssumers, local communities). Thus,
political preferences aiming at protecting theseugs induce a policy of large exit costs

on firms to compensate all affected parfies.

High exit costs discourage innovative entrants nmtben conventional entrants. High
entry costs are not a likely candidate to explam differential entry rates of firms with
experimentation versus adoption as innovativeesgsatis the entry costs are sunk before
the choice of innovation strategy is taken. Whilefiems incur entry cost$ most often
conventional entrants invest immediately at a higioale than experimental ventures. In
contrast, exit costs, and more generally any asksatsare lost in failure, hit harder those
firms with the strategy of experimentally seeking fnew products and processes,

because their chance of failure is higher.

The model provides testable implications. In pafc, exit costs discourage
experimentation more in sectors close to the teldgnzal frontier. In sectors where there
is less scope for an entrant to gain a drastic orgment over incumbents,
experimentation may not be affected by entry castall. A measurable implication is

that the pace at which resources and market shayesimft towards more productive

2 Some exit costs have a cultural component. An @lais the “stigma of failure”, a negative social
judgment on the quality of entrepreneurs whichesufankruptcy. Landier (2003) show how it may ek s
reinforcing, and how severely it undermines theemives of talented individuals to start an owmfir

% There may be specific financial constraints whithke external financing harder for novel concelpts.
that case it is essential to understand how tham$SEU financial systems differ in resolving thelgem

of early stage financing.



firms is indirectly influenced by exit costs. Th&uition is that the stock of productive
resources available for reallocation across firrepethds on the strategies chosen by
firms. The growth ability of better firms depends the availability of high quality,
redeployable resources released by downsizing dtidgefirms. Higher experimentation
rates produces more rapid entry as well as fastiér # resources remain on average
shorter in the same firm. As resources become &l to firms over time, a process of
more frequent exit frees up resources at a staga®ér redeployment. This creates an
externality across firm strategies. In a low existcenvironment, many exiting firms are
innovative ventures which have been unlucky. Irigh lexit cost environment, more of
them are conventional firms which have reached leBsence. To the extent that
resources released by the latter are harder ttocated, the average quality of resources
released depends on the fraction of experimentingsf The quality of available
resources is critical for strategies requiring shesich as the ability of a successful
innovator to capture the value generated by thevation before the rents are dissipated

by imitating followers.

Overall, the evidence we review is consistent Witlo postulatesExperimentation, in
combination with productivity enhancing reallocatis a crucial factor in achieving high
productivity. Second, exit costs matter signifidpribr productivity, both because they
lower productivity enhancing reallocation and bessathey lower experimentation. Our
paper complements the literature on the barrieiartovation from entry costs, but also
provides a clear contrast. Entry costs discouragk innovative and conventional entry,
yet as long as innovative ventures are more vadyaditry costs should not create a
greater relative obstacle for innovative firms. élewe argue that the nature of
experimentation with frequent failures makes ew#ts even more critical, especially for
sectors close to the technological fronfié¢inderstanding the differential implications of
entry costs and exit frictions may change politicahsiderations that are at the heart of

their existence.

* Aghion and Blundell (200?) show that the relatlipsbetween innovation and competition is U shaped,
and attribute it to different benefits of innovatiim sectors near and far from the technologicattfer.

® Djankov et al. (2004) document remarkable variatioentry costs across countries, and highlight ho
high entry barriers are more common in corrupt tees. Klapper, Laeven and Rajan (2006) show how
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The paper is organized as follows. The next segiiesents some existing evidence and
some new stylized facts concerning firm demogragphicd productivity. The following section
offers a model of experimentation choice under exists. The fourth section presents our
preliminary results of the testable implicationstieé model, using a combination of statistical
sources: a panel dataset on output and factorsnfEWKLEMS), two datasets on institutional
indicators (OECD Employment Protection data and l/8ank Cost of Doing Business data),
and a new panel of indicators built up from londitial firm-level datasets (ONS/Eurostat). The

conclusions conclude the paper.

2. Recent observations on heterogeneity, churn, and productivity dispersion

The stylized facts presented in this section assvdrfrom recent firm-level studies and
from a harmonized database of indicators built ngonf firm-level data for a sample of

OECD countries over the past decideThe indicators for the OECD countries are
generally limited to manufacturing industries amder periods that vary by country but
generally contain most of the 1990s. The reporgatisfrelate to the size distribution of
firms, the magnitude of firm entry and exit, thewsual and post-entry growth of firms,

and to the dispersion of productivity of entrams &ncumbents. We start with a selection
of indicators from the literature that portray tieterogeneity in firm characteristics and

the amount of churn in employment and the populaticfirms.

entry costs reduce entry rates, and are not jedtids efficient public policy\Rajan and Zingales (2003)
include finance barriers as deliberate obstacleated to favor insiders and established produPersitti
and Volpin (2007) show evidence that weak inveptotection reduces entry rates in countries whieze
capacity of insiders to block entry is strongest.

® The firm-level database collected indicators for untries (Canada, Denmark, Germany, Finland,
France, Italy, the Netherlands, Portugal, Unitetigdiom and United States Estonia, Hungary, Latvia,
Romania, Slovenia; Argentina, Brazil, Chile, ColamtMexico, Venezuela, Indonesia, South Korea and
Taiwan (Turkey, China coming)). These indicators laased on a process that involved the harmonizatio
of key concepts (e.g. entry, exit, or the defimtiaf the unit of measurement) as well as the d&simiof
common methodologies for studying firm-level datdhe methodology for collecting the
country/industry/time panel dataset built up fromderlying micro-level datasets has been referredsto
‘distributed micro-data analysis’ (Bartelsman 2004 )detailed technical description of the datasay e
found in Bartelsman, Haltiwanger and Scarpetta 4200
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Firm and worker turnover rates are sizable in all countries. Clear evidence for this is
presented in Bartelsman, Haltiwanger and Scard2@84) and Bartelsman, Scarpetta
and Schivardi (2004). Over the first-half of thed@8, firm turnover rates (entry plus exit
rates) in OECD countries were in the range of 1seoe than 20 per cent in the business
sector:i.e. a fifth of firms is either recent entrants, orlvalose down within a year. The
process of entry and exit of firms involves a pmdjmally low number of workers: i.e.
only about 10 per cent of employment is involvedirim turnover. In a decomposition of
variance of turnover rates, industry effects arerfare important than country effects. In
Haltiwanger, Scarpetta, and Schweiger (2006), thowver rates are seen to be
somewhat related to the regulatory and instituti@mvironment, with lower turnover
rates associated with higher firing costs partidylen those industries where turnover is

high on average across countries.

Market selection is harsh in all countries. Only about 60-70 per cent of entering firms
survive the first two years in the countries reweewHaving overcome the initial years,
the prospects of firms improve further: those tteathain in business after the first two
years have a 50 to 80 per cent chance of survifdndjve more years. Nevertheless, in
the countries considered, only about 40 to 50 pet of firms entering in a given year
survive on average beyond the seventh year. FEaiates in the early years of activity
are highly skewed towards small units, while sungvfirms are not only larger, but also

tend to grow rapidly.

In the U.S. successful new firms expand rapidly compared with the EU. Bartelsman,
Scarpetta and Schivardi (2004) show that the aeesie of surviving firms increases
rapidly to approach that of incumbents in the mankevhich they operate. However, in
the United States, surviving firms on average iaseetheir employment by 60% by their
seventh year, while employment gains amongst simyifirms in Europe are in the order
of 10 to 20 per cent (Figure 3)Firms in ICT-related industrieffice accounting and
computing machinery andradio, TV and communication equipment) generally experience

rapid post entry growth in all countries for whidhta are available. However, even in

" The results for the United States are consistéhttive evidence in Audretsch (1995). He found that
the four-year employment growth rate amongst sumgifirms was about 90 per cent.
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these highly dynamic industries, surviving US firrmeow a considerably stronger

employment expansion, compared with those in the&lhtries.

Thereislarger variation in the productivity levels of new firmsin the U.S. than in Europe. The
coefficient of variation (standard deviation divilby the mean) of the distribution of
productivity levels of entrants varies across caaatand manufacturing sectors. Results
are reported in Bartelsman and Scarpetta (2004y $how the country fixed effects for
a regression of the coefficient of variation of r@ductivity of a cohort of entrants on
country, industry, and time dummies. Controlled fordustry composition, the
distribution of productivity of entrants is seen e wider in the USA than in EU
countries, more so for the TFP measure than foorlgwoductivity. This finding is
consistent with the notion that entrants in the USAy not have settled on a known
technology, but are trying to find out their alyilitb survive in the market. Interestingly,
there is a wider dispersion in the productivityeotrants in high- and low-tech sectors for
each country. As discussed, in the US the differendispersion between high and low-
tech is significantly higher than in other courdrielhis latter finding points to the
possibility that the relative attractiveness of exmental versus follower strategy may

vary by industry.

Firm-level indicators by technology grouping

Taking a queue from the last finding on differencedifferences of entrants
productivity variation between high and low techtle US and EU, we try to extract a
collection of stylized facts for a wider set of iheicators built up from micro data (BHS
2004) for the manufacturing sector. The classiftcaischeme for assigning individual
industries to technology groups is based on IT pctdn or use intensity, and has been
developed by van Ark et al., (see e.g. find o@adiref..). We display results for
manufacturing as a whole and for ICT-producing amoih-ICT industries (the
intermediate group, ICT-using industries, is repd)t The industry list is provided in the
appendix. Results for this table are generally isbtast with the OECD grouping of
manufacturing industries in High, Medium, and Lagtinology groups.
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The job destruction by incumbents versus jobs lost through firm exit varies across
groupings and between the US and EU countries. Job destruction rates in the OECD
countries hover around 10 perc@rithis process frees up labor resources needed for
entrants and expanding firms. Differences acrossnttes in firing costs and
impediments to exit affect the share of job desioncthat takes place at incumbent firms
versus exiting firms. The first row of Table 2 si®the percentage of job destruction
occurring through the exit of firms rather than difieg of workers at continuing firms.
Overall, this share is lower in the US than in #8.° Most striking is the sizable
difference in this rate in moving from the low teethigh technology group in the U.S. In
the high group in the US less than 7 percent ofiggses occur through firm exit, while
in the EU a third of the losses occur through fiemit. As a consequence, the high
technology group releases a large quantity of eympémt at firms that continue to search
for a fit in the market. These resources may beigpedy those that are scarce at the more
successful experimenting firms. By contrast, inBuwethese resources remain attached to
the firm, until the firm finally exits the markettagether. A similar pattern of job
creation at entering firms versus total job creatmnerges between the US and the EU

and across technology groupings.

Table 2. Firm-level indicators by ICT-TechnologyoBGp

us EU us EU us EU
(percent) Average Manuf ICT Producing Non-ICT
Exit share of Job Destr. 24.7 34.3 10.7 24.1 24.9 37.4
Entrant Size rel. to incumbent 21.0 38.6 6.3 35.7 24.0 40.8
Productivity Gap of Exiters 10.0 154 1.2 9.1 7.9 17.7
Employment Share of Exiters* 18.9 23.1 20.2 31.8 19.8 22.3
Employment growth, top qgrt. 68.6 50.1 91.8 65.1 70.8 45.0

The ICT-using industry is omitted from table. *Temployment share of exiters is for 5-year window.

Entering and Exiting firms in the US tend to be smaller relative to industry average
than in the EU. The relatively small size of entering and exitingnk in the US,
especially in the high technology grouping, poowards the relative ease with which the

mostly young firms can adjust their workforce torked circumstances. Further, as

8 We follow the Davis and Haltiwanger (1999) defimits of jobs creation, destruction, and gross floass
described in BHS (2004).

° The EU countries used to compute these momenysazaoss indicators. The overall dataset includes
information for Denmark, France, Finland, Germdtaly, the Netherlands, Portugal, Sweden, and the
United Kingdom.



described in BSS (2004) and Aghion, Fally, and geta (2007), financial conditions
and social safety nets may be such that firms le$ls certain ‘business models’ enter

smaller in the US but then face a more vigorousctiein process over time.

The productivity threshold for exit is lower in the EU than in the US. The gap in

productivity between exiting firms and incumberddifty percent larger in the EU than
in the US. The ‘shadow of death’ (Griliches and &e995) of firms documented in the
US is likely more pronounced in the US than inEw As firms face difficulty matching

their production process to market demand, theinkhihis shrinking, all else equal,
raises their measured productivity, but maybe maiugh to remain competitive in the
market. Conditional on exit, firms are seen to havescent history of downsizing, but

downsizing firms do have a higher chance of reggiproductivity and market share.

Fewer resources are held in exiting firms in the US than in the EU. The share of
employment taken up by firms that exit is lowethe US than in the EU, and lower for
high technology firms. The measure presented Isetteeiemployment in year t-5 of firms

that exit between year t-5 and t, as a share af émhployment in year t-5.

Fast growing firms grow faster (and shrinking firms shrink faster) in the US. Over
five-year periods, the average employment growthigh-tech firms in the quartile with
the highest growth in employment in the US was 8@&@nt. This is higher than in the
other technology groupings and higher than in tbe Ehe employment declines for the
firms in the bottom quartile by employment growtheo five years are a near perfect

mirror image of the increases in the top quarkitgh by country and technology groups.
Interpretation

We interpret this evidence as consistent with ddrigate of experimentation in US
relative to EU firms. Entrants and exiting firmstire U.S. are smaller, consistent with a
greater ease of entry and exit. In addition, morteyeand exit of smaller firms in the US
may reflect a higher rate of innovative strategieiile larger entrants and exiting firms
in the EU may reflect more cautious entry strategwhich target more established
markets. While smaller size of entrants is ofteansas a sign of dynamisms, the same



may be true for the size of exiting firms. Smabeiting firms may reflect unlucky risky

ventures, while large exits concern establishedsiwhich become less productitfe.

These stylized facts further are consistent withteel findings in previous years. First,
empirical work has formed a link between observié@mnces in IT adoption in the US
and the EU and differences in firm dynamics reldatecegulatory environment (Gust and
Marquez (2004), Bartelsman and Hinloopen (2004nil&rly, Koeniger (2005) finds that
R&D expenditures are lower in countries with lesdsdr flexibility.

Recently, modeling effort has been undertaken tk lemployment protection to
innovative activity (Saint-Paul 2002; Samaniego@doeniger 2007; Melitz and Canut
2007). However, the empirical link between emplogimprotection and productivity
(growth) remains tenuous. Simple correlations betw&FP and a country index of
employment protection show a weak negative relatign(e.g. Lagos 2006). Missing in
the work is a link between employment protectiod &rm-level innovative choices on
the one hand, and innovative choices, resourcébfléx and aggregate productivity on
the other hand.

We present next a model which illustrates how expamting firms suffer more from

high exit costs. Experimentation is interpretedhesprocess of searching for novel
combinations (Schumpter, 1929). Testing new corscaptl adapting them to concrete
applications, with concomitant use of capital aaobl inputs, necessarily requires
frequent failures, and even sequential faildfesequiring partial divestitures and often
leading to an early exit. The main result is thghbr exit costs hurts innovative
strategies more severely than conventional strageqgi

We also show that a rapid process of resourceoczdibn facilitate growth of successful
innovators. Finally, a large degree of experimeotatogether with fluid resource

reallocation leads to high aggregate productivity.

9 This process of greater firm dynamics appears moaounced in high-tech and emerging sectors,
precisely where the necessity of, or benefit frerperimentation is largest.

™ The term is perhaps unnecessarily negative, ysanbination which proves unprofitable represents
learning experience which opens the door to a marset of promising options.
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3. Themodd

Consider the choice for a firm to pursue eitheegperimental innovation or a
follower strategy. We at first focus on the caséutifscale entry for all firms. We ignore
any strategic interaction among firm choices.

Firms undertake experimental innovation by tryimgvrcombinations of technologies
and established factor inputs. If one combinatailsfa firm may try another
configuration of resources and a new set of skilleen this occurs a firm needs to
dismiss resources, and it incurs exit cdsts.

If the innovation is successful, i.e., a particldambination of production factors and
technology succeeds, other firms may follow it.oMdwer strategy earnswith
certainty, which is less than the profit for sugtakinnovation, denoted dy. The ratio
of n/T1 depends on how innovative is the experimentiregetry: The less likely is the
success of experimentation, the higher the reguétarnings stream and the lower/H.

Firms pursuing experimental innovation can choosmfa set of combinations of
factor inputs and technologies, say a set of twssjixde combinations {A,B}. Suppose
that either choice may be successful with indepenhpibability p, and the firm stops
experimenting as soon as a choice is succeSsfidch failed combination requires
dismissing some resources at a partial exit casbtee by R. If neither of the two
strategies is found valuable, the firm incurs & obs$otal exit equal to ;.

If the experimenting firm chooses first for A, teare three possible outcomes. The
firm succeeds with probability p. If it fails irsifirst choice, with probability 1-p, it faces
some partial exit costxPIt will then attempt the second choice B, whit$pehas a p
chance of success. With chance (£;phe firm fails again and faces total exit cosjaa
to Tx. P« and Tx are political choices and reflect preferences tiwe treat as
exogenous. The expected marginal return for arviaivag firm V; after incurring the
sunk investment (entry) cost | equals

12| ater we study how successful innovators nee@spand rapidly to capture the maximum gain from
innovation, before other firms imitate.
13 We assume that p is exogenous to each firm, and doice variable.
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Vi=pIl+ (1-p)[-R+pIl-(1-p) T

=p (2P - (1-p) B - (1-py Tx
The first term is the return from an immediatelg@@ssful attempt at combining
resources and technology, the second term is tifé when the first choice fails and
there is a partial exit cost, in which case a sdammbination may succeed or may fail
causing the firm to incur the total exit cost. Afseiccessful innovation, the firm eaiis
For simplicity we assume that partial exit costslzalf as large as total exit

costs'* Let R = k so that & = 2k. In this case, a follower firm earns more whe
n >p (2-p)I -k (1-p) - 2k (1-)

The immediate result is that as the follower sthatgoes not risk bankruptcy, its
relative payoff increases with exit costs.

We next assume that the relative profit gain ernddyga leader is negatively
related to the ex ante chance of success. Intlyifiga ex ante less likely combination
offers a greater potential gain. In particular &t =p. This implies that potential profits
are very high for successful innovations, the aldisey are to the technological frontier,
while their chance of success increases with distémom the frontier.

So the condition to prefer a follower strategy baes

n /Il >p (2-p) - [3p - 2p- 1] k

and sincer/I1 = p:

p (1-p) > k- 3pk + 2fk

Thus an innovative strategy is optimal only fonfs facing exit costs k less than

k*=p(1-p)/(1l-3p+2P

14 If partial exits were as expensive as final exits; results would be considerably strengthened, as
experimentation would be lower for any level ofteasts.
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which is always positive for p<1. This produces main result:

Proposition |: the threshold level of exit costs which discourages innovation is decreasing

inp.

This equation, described in graph 1, shows thatwghis low, that is for very
innovative ventures close to the frontier, an iratoxe strategy is better than a follower
strategy only when exit costs are low. In otherdydigher exit costs decrease the range
of industries close to the frontier at which inntiva strategies will be pursued.

Graph 2 illustrates the effect of changes in exdtts k on the threshold for firm choice of
an innovative strategy across industries, by compgaaxpected gains and expected costs

along distance from the technological frontier.

In the next section we offer two extensions. Th&t fntroduces a choice on the scale
of entry and looks at implication for the distrilmut of firm entry and exit. The second

looks at the external effect of more diffused expentation.

Scale at Entry and Exit

We allow here two variations. First, we study thed term value of firm strategies.
Second, we allow firms to choose a lower scalepefration.

Experimental firms succeed in the first period efle with probability p+p(1-p). After
successful innovation, they keep earniha each period until exit, which occurs with
hazard ratex. A follower strategy earnswith certainty in the first period, and continues
to earn it till exit, which also occurs with hazaedex. As before, the ratio of/I1
depends on p, the initial chance of experimentatsss.

Entry and exit costs are proportional to scalepdration, and are the same for each

strategy. Entry may be on small scale, at a ¢ast flull scale at a cost |, whergd I.

12



The scale of entry is indicated byon a scale from 0 to 1. There are constant return
scale, so that for instance a successful innoestorss1. Also exit costs are proportional
to scale, so that

STx = 2sPx = ksl
We assume that exit costs are large enough to éxareeperiod profitability for either
strategyr andIl (e.g Tx >II), while the capitalized value of either strateglyx and
[1/rx, are both larger thanxT=KIT (implying thatk<1/rx).
This reasonable assumption has as consequenaxfmtmenting firms will enter at a

lower scale than firms choosing for conventiondtyen

The expected profit of an experimenting strategghenfirst period is now

p (2-p)IT - (1-p)sPx - (1-pf s Tx
= (1-ppk IT + 2(1-pf sKIT

When the first period produces an expected los¥{asIl), experimenting firms enter
at a lower size s<1, so that any exit loss is reduny a smaller scale.
So riskier firms enter at a smaller scale to awii costs on early stage failures, and
expand only upon succeSs.
This expected one period loss can be seen asmrigaiost granting access to a valuable
option, producing a stream of profits of valié&x.

In contrast, an innovating firm faces no chancerwhediate exit. Thus a follower
firm earns more whéefi

alrx > p (2-p)Il/rx + (1-p)sPx + (1-pf sTx

After the first period, future profits equal orIT in all periods before exit. So the value

of a follower firm isa/rx - I, minus an expected exit cost. The value aiasssful

15 An alternative cause of differential entry sizéhat followers enter at later stage of market tpment,
which requires a larger initial capital.
16 Exit costs for both strategies after the firstipeare equal, so they drop out of the equatiorieNtat

exit always occurs, and discounted expected exgitsabepend on the expected timing of exit.
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innovating firm is p (2-p)IT-Tx)/rx — I, minus an identical expected exit cost. Thus a
follower firm earns more whéh
m >p (2-p)l + (1-p)sPx + (1-py sTx

Note that average age of an experimental firm &t®x2p-p2)k, and is IX for a
follower firm. Firms pursuing experimental straegalso have on average a smaller size

at entry and exit.

Quality of Resourcesfor Reallocation

We model here in reduced form strategic choices foontinuum of firms on [0,1]
which are heterogeneous in their cost of experiatent. Thus the fraction of firms
choosing for experimentation (denoted by n) iseasing in its profitability relative to
conventional entry, so that n =THf), with n’>0.

The gain from successful experimentatidtx depends now also on the ability of
successful innovators to rapidly expand to seieeofpportunity created. Here the
redeployability of available resources is critifad the ability to capture the value
generated by the innovation before imitation byolwkrs.

Let our measure of redeployability be denoted b$ajthe profitability of innovative

strategies depends on both redeployability g andigtance from the frontier p:

IT=f(p) g(g) where g’>0 and g”<0. As before, pratitlity upon success also

depends on the distance from frontier p, so >0 8ik0.

Resources available for redeployment come from Exitn exit occurs in two cases:
an innovative firm may fail in one of its experintations, which occurs with probability
(1-p), or an established firm producing at fullleda forced out of business from
competition, which as before occurs with probapiitAs ventures are riskier, we

assume that<1-p.

" The capitalization factor for first period proffsr both strategies isxr, where r is the discount rate.

Note that the ratio is independent of r.
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We take the view that resources employed in alierome progressively
“dedicated” to the firm, as they accumulate firnesificity.'® Let q be a function of the
length in time a resource has been in the prefioms This latter equals 1/e in the exit of
conventional firms and 1/(1-p) in the exit of indwve firms whose productive
experiment failed. Clearly, the second term is snaso respurces released by failed
experimenting firms are more easily redeployable.

Thus, q is higher when the fraction of experimemfirms is higher, and so is the

extra profit from innovative strategies, as théoraf I1 to = increases with g.

In conclusion, we can now state

Proposition The redeployability of resources increases in tiopqrtion of experimenting

firms. This produces a reinforcing effect on thefpability of innovative strategies.

4. Empirical results

The main testable implication of the setup discdsd®ve is that nearer to the frontier
exit costs are more of an impediment to experintemtaWhen experimentation does
take place, we should observe various distincufestin the data. The main feature is
that the productivity (or profitability) of succéasexperimentation is much higher than
for follower firms. Next, we should see a higherdeof resource reallocation at
experimenting firms. Finally, successful experinaioh and proper resource reallocation

should lead to high average industry-level proctgti

To cut directly to the chase, we will test whetimelustry productivity is negatively
affected employment protection, and whether theceis stronger for industries where
the potential benefits to experimentation are lgrgeing to negative selection of
experimenting firms within the industry (industriesar the frontier). Next, we will see

whether measures of resource reallocation arerlargedustries close to the frontier and

18 Reasons why redeployability decreases with thatitur of employment in the previous firm may be
that the sunk investment in firm specific skillgieases over time and interferes with new incestige
that capacity to adapt decreases with a prolouirgedvement in the same organization.
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whether these are, differentially, harmed by emplegt protection. Finally, we will look
across industries to determine whether employmemegtion leads to a selection of
firms away from industries close to the frontier miore generally, away from industries

requiring more resource reallocation.

Data

Table 3 provides an overview of the data usedHigréxercise. The EUKLEMS database
(Timmer, O’Mahoney and van Ark 2007) provides measwf output, factor inputs,
prices and industry purchasing power parities fdrdéuntries and for US, for
disaggregated industries covering the whole econfoomy 1970 through 2004. The
employment protection indicators (EPL) come frogoantry-time panel dataset
collected at the OECD (Nicolleti, et al. 1999), lwén indicator of the stringency of
overall employment protection and indicators oftpetion for regular contracts and
temporary employment contracts. The time dimeneidhis dataset may contain
interpolations between actual component level mgtion collected from OECD
member countries. A complementary dataset of indisaof ‘Costs of doing business’
(CDB), including entry and exit costs has been dtedy the World Bank (see
Djankov et al. 2002). Current indicators on, foaewle, hiring and firing costs, or time

to start a business, are available for many casfrom 2004 to the present.

Finally, the paper makes use of two datasets delfiegsing the method of ‘distributed
micro data research’ (Bartelsman 2004). Theseiisetgde information of the underlying
distributions in confidential micro datasets avaléaat national statistical offices. First,
for the 1990s data has been collected for a seteofi OECD countries, mostly for firms
in manufacturing. Next, an ongoing project, cooatia by the UK Office of National
Statistics (ONS), and funded by Eurostat, is commgiinformation from linked
longitudinal business registers, production suryapsl e-commerce surveys for 13 EU
countries for firms in all sectors of the econoraythe years 2001 to the present.
Numerical results using this dataset are not shpewiding release of the study, but
qualitative results will be given [to be update d@008].
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Table 3. Data sources

Source Periods| Countries Coverage Variables
EUKLEMS 1970- EU+US All industries Output, factor inputs, prices
2004
OECD-EPL 1985- | OECD EPL indicators
2003
WB-CDB 2004- World -- Entry costs, firing costs,
2007 rigidities
BHS 1990s Selection of 30 industries, mostly | Moments and correlations fron
OECD, Asia, Lat. | manufacturing underlying firm-level business
Am. surveys
ONS/Eurostat 2001- | 13 EU countries Industries covering theMoments and correlations fron
2004 market economy underlying linked firm-level
datasets

The empirical evidence combines information fromsth datasets into two main samples.
First, we have a sample from 1991-2004 with thgdar available set of countries from
EUKLEMS combined with the OECD-EPL data. This csetsbf eighteen countries,
including most Euro countries, some new EU coustraad the US. In the tables below
this sample is listed as ‘All'. Next, we have a setbof eleven countries from the EU
(thus without the US), that is labeled ‘ONS’.

EPL and productivity

While we have no direct way to measure the actegiek of experimentation undertaken
in an industry, we do have information on the pitlity distribution of firms, in
particular the productivity of the best quartilefioms relative to mean firm-level
productivity. Further, we know some moments ofdfstribution of employment and
output growth rates. Of course, the measures alegemous, and in particular may be
affected by the employment protection rules in eammtry. For our empirical work, we
therefore use, as a proxy for the ‘distance totfeohindicators related to

experimentation at the frontier in countries welx Employment protection, namely the
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US or the UK These indicators are pulled from the BHS or theSQMdtaset and are
averaged over time. Next, these are turned intordimal index across industries,
providing the ‘distance to frontier’ measure. Theasure considered follow quite
naturally from our idea of what it is about therftier industries that make them require
experimentation in order for firms to really sucdeEirst, we look at how far ahead the
best firms in an industry are from average firmelgwroductivity. Another measure is
simply the standard deviation of the industry lgu&ductivity distribution. Finally, in
some specifications, consistent with work by Samgmi Gust and Marques, and
Bartelsman and Hinloopen, but also fitting nicelynew results by Brynjolffson, we look
at adoption and intensity of use of broadband i@eby firms in each industry in the
U.K.

The first results are presented for a standardymtozh function regression of the

following general form:

Voo =@+ Bl + BKE + BRI +VI ¥R+ 0D, +&,,

wherel ,, = EPL_, orCDB,

Where V is (log) real, ppp-adjusted, value addets, (log) of hours worked, K is (log)
non-IT and IT capital service flows, respectivdlig the regulatory indicator and F is the
proxy for industry distance to frontier. The pardeng measures the effect of the
regulatory environment (interacted with frontiedicator) on TFP. Depending on
specification, fixed effects in various dimensi@me swept out with dummy variables, D.

The subscripts denote whether the variable vagebntry, c, industry, i, and time, t.

In table 4, column (1) shows the results whereBRe index for regular contracts is not
interacted. The dataset used is the ‘All’ samptelie period 1991 through 2004, while
fixed effects for industry, country, and time aomtolled for. The coefficients for the

primary factors labor and capital are similar tos# seen in previous work with similar

19 Since firm-level productivity indicators in the Waly are available for manufacturing industries, w
also use these proxy indicators from the UK, whiek the least restrictive employment protectiothén
EU.
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datasets. Possibly, the coefficient for capitalagsnwardly biased owing to its pre-

determined nature and to endogeneity through umeddgroductivity shocks, even

Table 4

Dependent Variable: Log real value added
1) 2 (3 4 (5) (6) (@]
Log hours 0.50 0.50 0.67 0.67 0.54 0.77 0.54
(44.2) (42.4) (34.4) (34.5) (31.7) (29.0) (17.2)
Log cap.l svcs (non-IT) 0.25 0.25 0.21 0.21 0.23 0.18 0.25
(40.2) (38.7) (18.0) (18.0) (26.6) (12.4) (14.1)
Log IT-capital svcs 0.12 0.12 0.13 0.13 0.15 0.12 0.18
(21.0) (20.4) (11.4) (11.3) (18.5) (7.8) (11.0)
Employment protection 0.02 -0.03 -0.03 -0.02 -0.05 -0.10 -0.09
(0.9) (3.48) (2.25) (1.68) (3.92) (4.85) (3.42)
interacted with: p4/p p4/p p4/p- p4/p p4/p p4/p
R-sq 0.97 0.97 0.97 g%}é 0.94 0.97 0.96
Deg.F. 5034 4704 2173 2173 2861 1320 836
Fixed effects C,it C,it C,it Cc,it c,it c,it c,it
Sample ALL ALL  ALL-mfg  ALL-mfg ONS ONS-mfg ONS
Start year 1991 1991 1991 1991 1991 1991 2001

(t-stats in parenthesis).
after controlling with fixed industry effects. Howex, it would be difficult to imagine

how the EPL indicator could be endogenous throbghchannel of unobserved, non-
fixed-effect, productivity shocks, so no such hgaexpected. The coefficient on EPL is
insignificant. This, also is in line with the inadasive results from regressions using a
variety of specifications (see, e.g., Bassanini\dadn, 2007). Further, a priori
theoretical considerations of possible effects ddehd to a positive correlation (worker
training, effort) or a negative one (shirking, fiand worker selection, lowering of exit
threshold). A rich literature on these effects rbayfound in e.g., Acemoglu and Shimer
(2000), Aghion and Saint-Paul (1998), Bertola ()9@hari et al. (2007), Micco and
Pages (2006).

The next column, (2), follows the logic of our stiame, and interacts the EPL indicator
with a distance indicator. The indicator used shtivesaverage (labor) productivity of the
top quartile of firms in the UK, relative to theweighted mean firm-level productivity.
This measure is averaged over the years availabkatch industry (2001-2004) after
which an ordinal rank is computed for each indystngh a higher rank going to
industries where the most productive quartile réhier removed from the mean. The

estimates for the primary factors are little chahgehile the EPL effect now becomes
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significantly negative. Column (4) uses a similaasure, but for US manufacturing
sectors for the year 1997. Because the sample shifhanufacturing the specification of
column (2) is replicated in column (3) for the méaaturing sub-sample. In both (3) and
(4), the effect of EPL on total factor productivigmains significantly negative.

In the ‘all’ sample, the US is a clear outlier @mrhs of the EPL index. Further, various
timevarying indicators of interest for later testdy are available for the ‘ONS’ sample.
In order to improve comparability across specifmas, columns (5) through (7) show
results for the full ONS sample, the ONS manufastusub-sample, and the ONS sub-
sample for 2001 through 2004. The EPL effect becomuenerically larger, albeit less
precisely estimated.

Table 5 continues with the ONS sample, and compasasts with different frontier
indicators (none, top productivity, and standardiateon of productivity distribution),

and using country, industry, and time fixed effdcdumns 1-3), and country interacted
with industry, and time fixed effects (columns 4-Bhe effect of EPL without
interactions is significantly negative in the ON®nple and the two frontier indicators
provide similar coefficients for EPL. With the inéeted country-industry fixed effects all
EPL effects remain significantly negative, but €stimation of the capital output

elasticities becomes problematic, as is usuallycds® in such ‘within’ specifications.

Table 5
Dependent Variable: Log real value added

1) 2 ®3) 4 (®) (6)

Log hours 0.53 0.54 0.53 0.69 0.69 0.70
(32.5) (31.7) (32.7) (20.7) (20.2) (21.1)

Log capital svcs (hon-IT) 0.23 0.23 0.23 0.08 0.09 0.09
(27.9) (27.9) (26.6)) (3.2) (3.2) (3.2)

Log IT-capital svcs 0.12 0.12 0.13 0.00 0.00 0.00
(19.2) (18.5) (19.1) (0.3) (0.4) (0.30

Employment protection -0.34 -0.06 -0.04 -0.19 -0.21 -0.16
(3.80) (3.91) (2.96) (3.44) (4.22) (3.40)

interacted with: pa/p std(p) p4/p std(p)
R-sq 0.96 0.96 0.96 0.99 0.99 0.99
Deg.F. 3059 2861 3059 2860 2675 2860
Fixed effects C,it c,it C,it cXi,t cXi,t cXi,t
Sample ONS ONS ONS ONS ONS ONS
Start year 1991 1991 1991 1991 1991 1991
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A final check of results is done by looking at ‘tpdifferences’. In table 6, the average
EPL indicator for the years 1995 through 1997 sdu® examine the effect on the
growth of productivity for the ensuing years thral®p04. To avoid biases resulting from
initial period noise, the output and factor inpwgasures are averaged for the period
1995-1997, and for the period 2002-2004, and tbevtr rates computed for the
smoothed data. The first 3 columns do not takdiged effect, while the last 3 columns
control for country effects. Without interactio®RL is insignificant, while with either

frontier measure, EPL significantly lowers TFP gtiow

Table 6
Dependent Variable: Long-Difference of averaged Log real value
added
@ ) 3 4 ®) (6)
LD hours 0.68 0.67 0.69 0.67 0.65 0.67
(9.1) (9.1) (9.9 (8.5) (8.3) (8.8)
LD capital svcs 0.19 0.18 0.18 0.27 0.29 0.28
(2.8) (2.8) (2.7) (3.9 4.2) (4.1)
Empl. prot. (1996) -0.01 -0.02 -0.03 0.27 -0.04 -0.05
(.52) (2.12) (3.55) (1.06) (3.20) (4.95)
interacted with: p4/p std(p) p4/p std(p)
R-sq 0.96 0.96 0.96 0.9 0.99 0.99
Deg.F. 411 411 411 397 397 397
Fixed effects C c c
Sample ALL ALL ALL ALL ALL ALL
LONG-Diff 1996- 1996- 1996- 1996- 1996- 1996-
2003 2003 2003 2003 2003 2003
LD(X) = X;-Xo, Where X, is average of log(x) for 2002-04 and X, is average log(x) for 1995-97
Countries Aut, Bel, Cze, Dnk, Esp, Fin, Fra, Gbr, Hun, Ita, Jpn, NId, Pol,
Swe, USA
robustness: drop Cze, Hun, Pol, and USA: EPL -.04(1.86)
only Aut, Bel, Esp, Fra, Ita, NId (High EPL countries): EPL -.04
(2.08)

EPL and Experimentation

While the significantly negative effect of EPL oroguctivity, especially for industries
requiring experimentation, has to our knowledgeymbtoeen shown, it remains the result
of a reduced-form, black-box regression. The Imdaf EPL to productivity through its
negative effect on experimentation could be tedtesttly: do industries in countries

with higher EPL exhibit fewer features related xperimentation and is this reduction
larger in industries closer to the frontier? Tabkhows the effects of EPL on the
standard deviation of the firm-level productivitigibution, on the productivity of firms

in the top-quartile of the productivity distributiorelative to mean productivity, and on
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the interquartile range of the within-firm employmgrowth distribution. The
underlying moments from the firm-level distribut®bare computed for each country,
industry and year (generally available for 2001200

[Theresultsin Table 7 are suppressed pending release by NSI's, June 2008]

Table 7.

Even though the interacted indicator, denoting Whinclustry is closest to the frontier, is
based on firm-level data in the US or the UK, tinelustry’ component may make the
indicator endogenous to the independent variabl#se cross-country panel regressions.
To reduce the problem, the frontier indicatorsr{frthe US or UK) are never the same
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‘concept’ as the indicator of experimentation ueadhe left-hand side. So, when the
standard deviation of the productivity distributisron the left hand side, we use the top-
guartile-to-mean as frontier indicator, and addifeadband penetration (DSL) as a
robustness check. When the top-quartile-to-mean ike left-hand side, we use the
corresponding indicator from the US on the rightdhaide (thus only allowing the

manufacturing sub-sample).

The results for the top two panels of table 7 skiat as the ‘need’ for experimentation
gets larger, so does the negative effect of EPL.

The bottom panel of table 7 shows the correlatlmta/een the interquartile range of the
firm-level employment growth distribution. Here thignificant negative effect of EPL

on the reallocation of labor, even in the non-iatéed case, is as expected and does not
by itself point towards a reduction in experimeiotat It just means that firms are less
able to adjust the workforce to shocks, regarddasdustry. When interacted, the

negative EPL effect remains, pointing towards aicéidn in experimentation as well.
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Conclusions

We argue that when political preferences for sitgtiihpose exit costs, they particularly
discourage firms from choosing innovative approaahibich cause more frequent

failures, even more than entry costs. What mayanplifferent choices in exit costs ?

A classic interpretation of the difference in firbehavior across the Atlantic is that
European institutions created since World War mhed at promoting a stable economic
environment, even at the cost of reducing dynamisnparticular, demand for stability

and social insurance has led to less flexible labarket, hindering labor dismissal and
the rapid scaling down of operations. Exit costvehaliscouraged experimenting

strategies, and European firms have chosen towdit@ technological lead established
abroad, usually in the U%.

EU firms have specialized in implementing best ficas once established elsewhere,
licensing technologies or adopting follower stragsgafter non-EU industry leaders have
trail blazed a path to innovation. EU firms did vel this strategy: by some measures,
European manufacturing firms are often as prodactiv even more so than their US
counterpart in established market segméhtsAnecdotal evidence suggests that in
Europe the best resources may be located in esttedlifirms which focus at being good

followers; EU firms are often more productive tha8 firms in established sectors.

Yet two recent trends seriously undermine this rhadd its economic advantages. First,
the recent acceleration in the process of globaizahas increased access for developing
country firms to knowledge and capital. New prodade emerging low cost countries
with greater factor flexibility have significantigut down their technological delay, and
now benchmark their practices directly to the gldeader in many sectors in which

Europe has a relative specialization. In this rd&erope cannot maintain its relative

20 The picture is somewhat different in sectors whenevation is generally led by incumbent, suclnas
the automobile aerospace or heavy chemical indudee the EU technological delay is distinctively
lower or even insignificant, although these secstitssuffer from higher costs, reduced labor ety
and less experimentation at the

% The service sector lags considerably behind diientted use of general application technologiekick
may reflect political constraints as much as déféradoption strategies.
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position as a producing area, although its conssimaesly benefit from this process.

Second, the spread of the information and commtiaicdéechnology (ICT) as a general

purpose technology has opened up much potentialnfarket experimentation and

process innovation, most recently also in matuctoss.

This paper does not seek to explain the causdsedEtiropean preference for stable and
predictable corporate strategies; these refledbifiisl circumstances and preferences
arising from its historical experiences. Rajan a&magales (2003) and Perotti and von
Thadden (2006) have offered political interpretagioLaPorta et al 2008 offer a legal

interpretation). Entry requirements and barrier&Europe have been historically higher
than in the US (Lamoreaux and Rosenthal, 2005; I8tilkemd Khan, 2006).

Yet it stresses that institutional rigidities magtrbe the best form of stability or job

protection, as they particularly affect the relativalue of innovative versus follower

strategies. Thus the comparative high costs ofmxg@ntation in Europe, as measure by
its exit costs, may condemn its firms to a steaglgtive decline. A less redistributive

system and more labor flexibility may also enaloie$ to reward high talent better.

At present, the evidence is that EU firms are gpeed in medium innovative sectors,

lose gradually high labor skills, and are losingugrd relative to emerging countries.

A future goal of ours is to estimate the impact emonomic growth rates in Europe
relative to the US due to the current differencexperimentation rates. The goal of this
effort is to quantify the potential medium term iagp of regulatory changes aimed at
fostering more experimentation. We calibrate otineges by simulating a model which
describes the dynamic consequences in terms otiptiody and economic growth of a
slower rate of reallocation across European firms tb lower experimentation rates in
product, process and market innovation. This allaesessing the potential difference of
an EC wide agenda on this matter, and more gepestllengaging a debate in the
policymaking arena on structural obstacles to pectdily growth and innovation. Our
conclusions call for a policy initiative acrossfdient aspects of European regulation
which hinder experimentation by punishing unluckiempts at innovation. We include
in this list EU-wide educational and research pgliabor markets, competition policy

and financial regulation.
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